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Clustering and the K-means Algorithm
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Outline

= K-means algorithm

= Convergence analysis



Unsupervised learning

" |n previous lectures, we consider the supervised learning with
training set
o = {(x(i)ay(i)) sl

" Now, consider the unsupervised learning with training set
(2O, g

" Hope to group the data into a few cohesive “clusters”



The k-means clustering algorithm

= 1. Initialize cluster centroids ., s, . . ., ux € R? randomly.
2. Repeat until convergence: {

For every 1, set | |
e := argmin |z — ;]
j

For each 7, set

b T e = )t
’ Z?:l 1{6(2) =7}




The k-means clustering algorithm: lllustration
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Convergence analysis

" |s the k-means algorithm guaranteed to converge?

" The procedure of K-means (in each loop):

= Fix cluster centroids i, minimize the distance between x® and u¢® by
optimizing c(i)

= Fix c(i), minimize the distance between x( and u¢® by optimizing u



Convergence analysis (cont’d)

= Define the distortion function

J(e,m) =) e — powl|?
1=

= K-means is exactly coordinate descent on J
" | must monotonically decrease, and the value of ] must converge



Convergence analysis (cont’d)

= Define the distortion function

J(e,p) =) 1|29 — peo ||
i=1

" [ is a non-convex function, and so coordinate descent on J is not
guaranteed to converge to the global minimum

= K-means can be susceptible to local optima
" |t typically performs well

" Tricks: run many with different initial values, pick the one with the
lowest distortion |



Summary

= K-means algorithm

= Fix cluster centroids g, minimize the distance between x® and u¢® by
optimizing c(i)

" Fix c(i), minimize the distance between x@W and u¢® by optimizing u
" Convergence analysis
" Each loop is an exactly coordinate descent on the distortion function



